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Dimensionality Reduction

• Dimensionality reduction is the transformation of data from a high-

dimensional space into a low-dimensional space so that the low-dimensional 

representation retains some meaningful properties of the original data.



3

Feature Selection vs. Extraction

● Feature Selection

‣ select a subset of a given feature set

● Feature Extraction

‣ A linear or nonlinear transformation on original feature set
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Feature Selection vs. Extraction

● Unsupervised Feature Extraction

● Supervised Feature Extraction



Linear Dimensionality Reduction
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● Finding a linear transformation (matrix) that directly maps data from 
high dimensional feature space to a low dimensional feature space



Principal Component Analysis (PCA)

6

● Goal:

‣ Reducing the dimensionality of data by a linear transformation 
while preserving important aspects of the data

● Two equivalent views: find the direction for which

‣ the variation presents in the dataset is as much as possible

‣ the reconstruction error is minimized
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PCA vs. Random Projection
PCA finds directions that preserve the information in data and original 
data can be reconstructed by minimum error.



Principal Component Analysis (PCA)
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● Goal:

‣ Reducing the dimensionality of data by a linear transformation 
while preserving important aspects of the data

● Two equivalent views: find the direction for which

‣ the variation presents in the dataset is as much as possible

‣ the reconstruction error is minimized

● Method: Mapping each data onto first few Principal components 



 Principal Components
• Principal	Components:	Orthonormal	basis	for	the	vector	space	of	data	that	are	

ordered	by	the	fraction	of	the	total	information	(variation)	in	the	corresponding	

directions	

• Claim: PCs are the eigenvectors of the covariance	Matrix of the data points. 

• ML estimate of covariance matrix from              data points :  
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First Principal Component
Find vector 𝒗1 that maximizes sample variance 
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First Principal Component

Eigenvector with maximum eigenvalue maximizes the objective
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 Second Principal Component
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 Second Principal Component

𝑣2 is the second largest eigenvalue
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PCA Steps
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Reconstruction

● Original data can be reconstructed using the PCs and the 
transformed data

if we use all PCs, then original data can be found without any error.



16

PCA on faces: Eigenfaces

Display regular faces of dataset

Mean face
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Eigenfaces: PCs of faces

First few eigen faces vs. Last few eigenfaces
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Eigenfaces: Reconstructing images
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Eigenfaces: Reconstructing images



20

Pros & Cons

● No parameter tuning

● PCA is deterministic and fast

● Can be a preprocessing step specially for noise reduction in data

● However:

● Data of different classes may not be separable after PCA

● Distance among data and data topology may not be preserved



t-SNE 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t-SNE

t-Distributed Stochastic Neighbor Embedding (t-SNE) is an unsupervised,  
non-linear technique primarily used for data exploration and visualizing high-
dimensional data. The technique is a variation of Stochastic Neighbor Embedding 
(SNE).
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Intuition

overview of working of t-SNE: 
The algorithms starts by calculating the probability of similarity of points in high-
dimensional space and calculating the probability of similarity of points in the 
corresponding low-dimensional space. 
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Intuition

The similarity of points is calculated as the conditional probability that a point A would 
choose point B as its neighbor if neighbors were picked in proportion to their 
probability density under a Gaussian (normal distribution) centered at A.
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Intuition

It then tries to minimize the difference between these conditional probabilities (or 
similarities) in higher-dimensional and lower-dimensional space for a perfect 
representation of data points in lower-dimensional space. 
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Intuition
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Geoffrey Hinton

Laurens van der 
Maaten

Intuition
In simpler terms, t-SNE gives you a feel or intuition of how the data is arranged in a high-
dimensional space. It was developed by Laurens van der Maatens and Geoffrey Hinton in 
2008.
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SNE pair-wise similarities
 

 

 

 



29

pair-wise similarities stay the same
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pair-wise similarities stay the same
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pair-wise similarities stay the same
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pair-wise similarities stay the same
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SNE
 

 

Lower the KL divergence value, the better we have matched the true distribution with 
our approximation.
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SNE
SNE minimizes the sum of Kullback-Leibler divergences over all datapoints using a 
gradient descent method.
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Some questions

• Why radial basis function (exponential)? 

Focus on local geometry. 

This is why t-SNE can be 
interpreted as topology-based.

• Why probabilities?

Small distance does not mean proximity 
on manifold. 

Probabilities are appropriate to model 
this uncertainty. 



36

Some questions

•  How do you choose σi?

The entropy of Pi increases with σi.
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Some questions

•  How do you choose σi?

Perplexity, a smooth measure of the number of neighbors.
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SNE
The minimization of the cost function in Equation 2 is performed using a gradient 
descent method.

The current gradient is added to an exponentially decaying sum of previous gradients 
in order to determine the changes in the coordinates of the map points at each iteration 
of the gradient search.
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t-SNE
In this section, we first discuss the symmetric version of SNE
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t-SNE
But this causes problems when a high-dimensional datapoint xi is an outlier.

 

The main advantage of the symmetric version of SNE is the simpler form of its gradient, 
which is faster to compute.
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SNE
In t-SNE, we employ a Student t-distribution with one degree of freedom as the heavy-
tailed distribution in the low-dimensional map.

The gradient of the Kullback-Leibler divergence between P and the Student-t based 
joint probability distribution Q:

• What are the differences between SNE and t-SNE? 
• Why we should use t-SNE instead of SNE?
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Pseudo Code
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Visualizations of 6,000 handwritten digits from the MNIST data set.
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Visualizations of the Olivetti faces data set.
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The Deep Learning Algorithms mimic the cognitive capabilities of the human brain 
and the Interpretability of Deep Learning Algorithms has been an important area of 
research since the start of the Deep Learning era

Important Application
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Important Application

ConvNets can be interpreted as gradually transforming the images into a 
representation in which the classes are separable by a linear classifier. We can get a 
rough idea about the topology of this space by embedding images into low dimensions 
and t-SNE is one powerful technique that can be used for embedding high-
dimensional vectors in a low-dimensional space while preserving the pairwise 
distances of the points.
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Important Application

To produce an embedding, take a set of images and Forward propagating each image 
through a trained ConvNet to extract a vector for each image class (e.g. in AlexNet the 
4096-dimensional vector right before the classifier can be used for embedding) and 
then plug the vectors into t-SNE and get a 2-dimensional vector for each image.
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Important Application

Images that are nearby each other are also close in the CNN representation space, 
which implies that CNN “sees” them as being very similar.

Cluster containing black cats.

Cluster containing gray cats.
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PCA vs t-SNE

you will see the output of PCA on the Fashion-MNIST dataset to compare it with t-SNE.

PCA t-SNE
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PCA vs t-SNE

some key differences between PCA and t-SNE can be noted as follows: 

•t-SNE is computationally expensive and can take several hours on million-sample 
datasets where PCA will finish in seconds or minutes. 

•PCA it is a mathematical technique, but t-SNE is a probabilistic one. 

•Linear dimensionality reduction algorithms, like PCA, concentrate on placing dissimilar 
data points far apart in a lower dimension representation. But in order to represent high 
dimension data on low dimension, non-linear manifold, it is essential that similar data 
points must be represented close together, which is something t-SNE does not PCA. 

•Sometimes in t-SNE different runs with the same hyperparameters may produce 
different results hence multiple plots must be observed before making any assessment 
with t-SNE, while this is not the case with PCA. 

•Since PCA is a linear algorithm, it will not be able to interpret the complex polynomial 
relationship between features while t-SNE is made to capture exactly that.
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Any Questions?!

52


